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Other Applications
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Generate a surface with correct topology by connecting all the output 
points from a point reconstruction network.

Output Points Reconstructed Surface

Point 
Network

We propose a new meshing algorithm, GAMesh which:

Ø Meshes the output pts from a point network.

Ø Requires a mesh prior w/ correct topology.

Ø Decouples geometry from topology.

Ø Invariant to point density and distribution.

Ø Requires no parameter tuning.

Ø Differentiable.

Point Cloud Ours Ours (30% pts)Ball Pivot Algorithm Screened Poisson 
Reconstruction
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Effects of Mesh Prior on GAMesh
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Mesh prior voxelized at three different resolutions

medial axis

upper surface

lower surface
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Post-Processing with GAMesh:

Training with GAMesh:

Image 
Encoder

Point 
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We combine the outputs of point generation 
networks and implicit networks to generate 
meshes with high fidelity and correct topology. 

Implicit Networks
(mesh priors)

Image IM-NET IM-NET + GT Mesh GAMesh w/ IM-NET

Image GEOMetric MeshRCNN BPA GAMesh w/ IM-NET

Figure 7: Single View Reconstruction. Qualitative comparison of ShapeNet testset meshes from various SVR approaches.
Using meshes from IM-NET as priors, GAMesh reconstructs accurate surfaces for the output points (orange) of PSG+.

Image GEOMetric MeshRCNN BPA GAMesh w/ IM-NET

Figure 8: Single View Reconstruction. More Qualitative results from ShapeNet testset for Single-View Reconstruction.

Image GEOMetric MeshRCNN BPA GAMesh w/ IM-NET

Most SVR methods generate meshes with uniform 
distribution of points. By training point networks with 
GAMesh, we can directly optimize the vertex positions 
to generate adaptive meshes.
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using the ground truth meshes as prior for GAM. This gives
us an upper bound and indicates that the performance can
further be improved with an implicit network that outputs a
more accurate topology.
Comparison with Prior Work We now compare our re-
sults with previous works. In Table 2 we show that by com-
bining the geometry from our point network (PSG+) and
topology from IM-NET we outperform previous methods
both in terms of CD and F1 score using similar number
of vertices. Further, when comparing GAM against other
meshing methods, we outperform SPR by a wide margin
but perform similar to BPA. BPA, however, cannot be used
for surface reconstruction as it does not guarantee correct
topology and often fails to connect all the points as shown
in Figure 4 and Table 2. On the contrary, GAM generates
meshes with correct topology and guarantees to connect all
the output points. Please see supplementary for more qual-
itative results including results on online images.

4.2. Training Point Network with GAM

In the previous section we train the point network us-
ing Chamfer loss between the ground truth and the recon-
structed points and used GAM in post processing to gen-
erate meshes with uniformly distributed points. Here we
show that by incorporating GAM inside the point network,
we can reconstruct adaptive meshes with arbitrary topology.
Specifically, during training, we generate a surface for the
output points using GAM and compute a mesh loss between
the ground truth and the output surface. By backpropogat-
ing this loss through the point network, we regress on the
output points such that the output surface is as close as pos-
sible to the ground truth surface. Note, GAM does not have
any learnable parameters and is deterministic where for the
same output points, it will generate the same mesh.

We demonstrate this by training two point networks to
output 250 points for SVR. We train one network with
Chamfer loss on the output points and the other with Lmesh

on the meshes reconstructed using GAM. We use implicit
meshes as priors for GAM and train both networks on ren-
derings from two categories (chair and couch) of ShapeNet.
After training we reconstruct the output meshes for both
networks using GAM. Please see supplementary for imple-
mentation details.
Mesh Loss Since the point network now directly predicts
a 3D surface, we need a loss function which computes an
error between the predicted mesh M2 and the ground truth
mesh M1. Similar to [17, 37], although we can sample
points on both meshes and define a point loss (like Cham-
fer loss) on these resampled points, this would result in the
output points being uniformly distributed thereby not fully
taking advantage of the mesh representation. We on the
other hand only want the predicted surface to lie close to
the ground truth surface and are indifferent to the output

Output pts Output Mesh Output pts Output Mesh

Image Train with CD Train with Mesh Loss

F1⌧ Train Train
w/ CD w/ Lmesh

Chair 44.64 48.17
Couch 44.88 45.33
Mean 44.76 46.75

Figure 5: Training with GAM. Training a point network
using mesh loss on surfaces reconstructed by GAM allows
us to redistribute the points towards the edges of the shape,
generating adaptive meshes. On the contrary, training the
same network with Chamfer loss on output points generates
meshes with uniformly distributed points.

point distribution. Hence, we define the mesh loss as:

Lmesh(M1,M2) =
X

p2P
�(p, Q̂) +

X

q2Q
�(q, P̂) (2)

where P and Q are the ground truth and output points, P̂
and Q̂ are the points sampled on the ground truth mesh M1

and the predicted mesh M2 respectively, and �(a,B) =
min
b2B

||a� b||22. Essentially, Lmesh minimizes both the dis-

tance between the ground truth points to the predicted sur-
face for high coverage and the distance between the output
points to the ground truth surface for high accuracy. We ap-
proximate both the meshes by densely sampling 10k points
on their surfaces using a differentiable mesh sampling strat-
egy [47]. This replaces the expensive point-surface distance
computation with the fast point-point distance computation.
Results on Test Images We compare the output meshes
from both networks in Figure 5. We find training with GAM
to perform slightly better in terms of mean F1 score. Fur-
ther, while Chamfer loss uniformly distributes the points,
Lmesh pushes the points towards the edges of the shape as
GAM, being invariant to point distribution, can still recon-
struct accurate surfaces. Clustering of points on the edges
suggests that we could possibly reduce the number of points
further, however this goes beyond the focus of this paper
and is left as a potential future work.

5. Applications
The properties of GAM together with point networks al-

low for several other applications.

5.1. Evaluating Point Networks
Most point based reconstruction networks [14, 31, 1, 2]

have access to ground truth meshes, but still evaluate their
network by comparing the output points with the ground
truth points/surfaces. We show that evaluating the output
points alone can be misleading and often wrongly implicate
the network to have low performance. Evaluating the sur-
faces reconstructed using the output points with the ground

7

the same backbone architecture but different number of out-
put points (2500, 2000, 1000, 500) for SVR. We train these
networks for the same amount of time on two categories
(chair and plane) of ShapeNet. After training we not only
report the CD on the output points, but also evaluate the sur-
faces (using F1 score) reconstructed using BPA, SPR and
GAMesh using the ground truth meshes as priors. We also
measure the error from networks with 2500 and 500 output
points and report it as � in Table 3.
Results We draw the following conclusions from Table 3.
(a) Networks trained using low number of output points
have higher CD (�⇡100%) incorrectly suggesting that
those networks are weak and their output points are not re-
constructed properly. However, analyzing their F1 scores
suggests that all surfaces are similar (small �) and all net-
works perform equally well. This shows that we cannot
solely evaluate the output points to assess the network’s per-
formance and should also evaluate the meshes reconstructed
using those output points. (b) Meshes reconstructed using
BPA and SPR on average fail to include 5.6% and 99%
of the output points respectively. Hence, they should not
be used to mesh the points from a point network. Both
BPA and SPR are highly sensitive to the input point dis-
tribution and require dense and uniform points for an ac-
curate reconstruction. (c) For all the four point networks,
meshes reconstructed using GAMesh have a higher F1 score
than BPA and SPR. This suggests that the points from all
networks capture accurate geometry but the meshing algo-
rithms (BPA and SPR) reconstructed poor surfaces. While
BPA cannot guarantee correct topology as it fails to connect
all output points, SPR cannot guarantee correct geometry as
it interpolates the output points using additional points (Fig.
1). GAMesh is independent of both point density & distri-
bution and always includes only and all the output points

Table 3: Evaluating Point Networks for SVR. We com-
pare four point networks with different number of output
points by CD (x103) on the output points, F1 scores on the
surfaces reconstructed using BPA, SPR & GAMesh and the
mean % of unreferenced vertices in these reconstructed sur-
faces. Analyzing the network’s performance through the
output points alone can often be misleading. Evaluating the
surfaces reconstructed by GAMesh using the output points
gives a more accurate assessment.

|V |
�(#)

2500 2000 1000 500

C
ha

ir

CD (#) 4.60 5.01 6.76 9.13 98.47%
F1⌧ (BPA) (") 68.775.9% 69.085.8% 65.635.4% 57.395.4% 19.82%
F1⌧ (SPR) (") 56.6499.9% 55.3099.9% 50.39100% 44.6499.9% 26.88%
F1⌧ (GAMesh) (") 72.740% 73.320% 70.950% 69.250% 4.79%

Pl
an

e

CD (#) 2.23 2.36 3.26 4.61 106.7%
F1⌧ (BPA) (") 86.076.2% 85.866.2% 84.845.1% 83.434.0% 3.06%
F1⌧ (SPR) (") 68.9299.9% 65.8299.9% 61.7799.9% 53.33100% 22.62%
F1⌧ (GAMesh) (") 88.590% 88.780% 87.890% 86.250% 2.64%

(a) Original Mesh (b) Output from [2] (c) BPA (d) GAMesh

Figure 6: Meshing Sparse Point Clouds. GAMesh can be
used to generate surfaces for point networks which output
sparse point clouds.

of the point network in the reconstructed mesh. It guaran-
tees correct topology & geometry and hence can be used in
post-processing to decouple the reconstruction error from
the network error. Please see the supplementary for tests on
the robustness of GAMesh.

5.2. Reconstructing Surfaces for Sparse Points
As GAMesh is indifferent to both point density & dis-

tribution, it can be used with various point networks which
output sparse point clouds [56, 35, 2]. As opposed to BPA
or SPR, GAMesh guarantees to reconstruct an accurate sur-
face connecting all the output points using the ground truth
meshes as priors. Such meshes can then be used for quali-
tative and/or quantitative analysis of the network (Fig. 6).

6. Limitation and Conclusion
In this paper, we introduce GAMesh, a new meshing al-

gorithm to generate a surface for the output points of a point
network using a mesh prior. GAMesh decouples geome-
try from topology by making the point network solely re-
sponsible for geometry and the mesh prior responsible for
topology. We show the benefits of such a disentanglement
for single-view shape prediction and fair evaluation of point
networks. Further, unlike traditional surface reconstruction
algorithms, GAMesh is independent of the density and dis-
tribution of the output points and guarantees to reconstruct
a surface with correct topology and geometry.

As GAMesh aims to preserve the geometry from point
networks, the resulting meshes are often less smooth than
implicit methods. Using GAMesh to generate adaptive
but smooth meshes could be interesting future direction.
GAMesh also requires a mesh prior which is aligned and
coarsely resembles the ground truth shape. Although
this may seem as a strong assumption, in our experience
such mesh priors, if not already present, can be obtained
from other reconstruction methods. Therefore, we believe
GAMesh is an attractive meshing algorithm for deep point
networks.

As GAMesh is indifferent to both point density & 
distribution, it can be used with various point 
networks which output sparse point clouds.

Original Mesh Output w/ 
Quadric Loss

BPA GAMesh 

Fair Evaluation of Point Networks

the same backbone architecture but different number of out-
put points (2500, 2000, 1000, 500) for SVR. We train these
networks for the same amount of time on two categories
(chair and plane) of ShapeNet. After training we not only
report the CD on the output points, but also evaluate the sur-
faces (using F1 score) reconstructed using BPA, SPR and
GAMesh using the ground truth meshes as priors. We also
measure the error from networks with 2500 and 500 output
points and report it as � in Table 3.
Results We draw the following conclusions from Table 3.
(a) Networks trained using low number of output points
have higher CD (�⇡100%) incorrectly suggesting that
those networks are weak and their output points are not re-
constructed properly. However, analyzing their F1 scores
suggests that all surfaces are similar (small �) and all net-
works perform equally well. This shows that we cannot
solely evaluate the output points to assess the network’s per-
formance and should also evaluate the meshes reconstructed
using those output points. (b) Meshes reconstructed using
BPA and SPR on average fail to include 5.6% and 99%
of the output points respectively. Hence, they should not
be used to mesh the points from a point network. Both
BPA and SPR are highly sensitive to the input point dis-
tribution and require dense and uniform points for an ac-
curate reconstruction. (c) For all the four point networks,
meshes reconstructed using GAMesh have a higher F1 score
than BPA and SPR. This suggests that the points from all
networks capture accurate geometry but the meshing algo-
rithms (BPA and SPR) reconstructed poor surfaces. While
BPA cannot guarantee correct topology as it fails to connect
all output points, SPR cannot guarantee correct geometry as
it interpolates the output points using additional points (Fig.
1). GAMesh is independent of both point density & distri-
bution and always includes only and all the output points

Table 3: Evaluating Point Networks for SVR. We com-
pare four point networks with different number of output
points by CD (x103) on the output points, F1 scores on the
surfaces reconstructed using BPA, SPR & GAMesh and the
mean % of unreferenced vertices in these reconstructed sur-
faces. Analyzing the network’s performance through the
output points alone can often be misleading. Evaluating the
surfaces reconstructed by GAMesh using the output points
gives a more accurate assessment.

|V |
�(#)

2500 2000 1000 500

C
ha

ir

CD (#) 4.60 5.01 6.76 9.13 98.47%
F1⌧ (BPA) (") 68.775.9% 69.085.8% 65.635.4% 57.395.4% 19.82%
F1⌧ (SPR) (") 56.6499.9% 55.3099.9% 50.39100% 44.6499.9% 26.88%
F1⌧ (GAMesh) (") 72.740% 73.320% 70.950% 69.250% 4.79%

Pl
an

e

CD (#) 2.23 2.36 3.26 4.61 106.7%
F1⌧ (BPA) (") 86.076.2% 85.866.2% 84.845.1% 83.434.0% 3.06%
F1⌧ (SPR) (") 68.9299.9% 65.8299.9% 61.7799.9% 53.33100% 22.62%
F1⌧ (GAMesh) (") 88.590% 88.780% 87.890% 86.250% 2.64%

(a) Original Mesh (b) Output from [2] (c) BPA (d) GAMesh

Figure 6: Meshing Sparse Point Clouds. GAMesh can be
used to generate surfaces for point networks which output
sparse point clouds.

of the point network in the reconstructed mesh. It guaran-
tees correct topology & geometry and hence can be used in
post-processing to decouple the reconstruction error from
the network error. Please see the supplementary for tests on
the robustness of GAMesh.

5.2. Reconstructing Surfaces for Sparse Points
As GAMesh is indifferent to both point density & dis-

tribution, it can be used with various point networks which
output sparse point clouds [56, 35, 2]. As opposed to BPA
or SPR, GAMesh guarantees to reconstruct an accurate sur-
face connecting all the output points using the ground truth
meshes as priors. Such meshes can then be used for quali-
tative and/or quantitative analysis of the network (Fig. 6).

6. Limitation and Conclusion
In this paper, we introduce GAMesh, a new meshing al-

gorithm to generate a surface for the output points of a point
network using a mesh prior. GAMesh decouples geome-
try from topology by making the point network solely re-
sponsible for geometry and the mesh prior responsible for
topology. We show the benefits of such a disentanglement
for single-view shape prediction and fair evaluation of point
networks. Further, unlike traditional surface reconstruction
algorithms, GAMesh is independent of the density and dis-
tribution of the output points and guarantees to reconstruct
a surface with correct topology and geometry.

As GAMesh aims to preserve the geometry from point
networks, the resulting meshes are often less smooth than
implicit methods. Using GAMesh to generate adaptive
but smooth meshes could be interesting future direction.
GAMesh also requires a mesh prior which is aligned and
coarsely resembles the ground truth shape. Although
this may seem as a strong assumption, in our experience
such mesh priors, if not already present, can be obtained
from other reconstruction methods. Therefore, we believe
GAMesh is an attractive meshing algorithm for deep point
networks.

2500 Points 2000 Points 1000 Points 500 PointsImage

Trained four point networks 
with same backbone but 
different # of output points.

Evaluate both 
Output Points and 

Output Surface 
using GAMesh.
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Figure 4: Single View Reconstruction Results. Although
IM-NET reconstructs smooth meshes, it does not capture
fine details such as those around the wheels of the car. Fur-
ther, the output surfaces from IM-NET (wireframe) do not
align well with the ground truth mesh (red) as shown by the
arrows in the sixth column. GAMesh uses the output points
(orange) from a point network (PSG+) to improve the re-
constructions of implicit networks. Unlike BPA, GAMesh
guarantees to connect all the output points and reconstructs
meshes with both accurate geometry and correct topology.
Please zoom in for details.

Network & Implementation details We use a point net-
work architecture where for the image encoder we use
ResNet-18 [21] and for the point decoder 4 fully-connected
layers of size 1024, 512, 256, (3x2000). We use ReLU
non-linearity and batch normalization on the first three and
tanh on the final layer. We train this network using Cham-
fer loss [15] for 30 epochs with 32 images per batch and
Adam optimizer [27] at a learning rate 10�4 which decays
by 0.8 every 10 epochs. After training, we use GAMesh as
post-processing to combine the output points from our point
network (PSG+) and the meshes from implicit networks to
generate the final predicted mesh.
Baselines We compare our results with several state-of-
the-art SVR methods. 3DR2N2 [13] and MVD [48] are
voxel based methods which reconstruct meshes with arbi-
trary topology. Implicit networks such as OccNET [37] and
IM-NET [12] also generate meshes with arbitrary topology
but at high resolution. PSG [15] outputs point predictions.
P2M [53] and GEOMetrics [49] deform a template to output
a 3D mesh with fixed topology (zero genus). N3MR [24]
also deforms a template with a fixed topology but uses a
differentiable renderer to train without any 3D supervision.
MeshRCNN [18] first predicts voxels with correct topol-
ogy and then refines it to output a 3D mesh. We compare
these methods not only on their mean CD and F1 scores
on ShapeNet testset, but also on their topology and num-
ber of vertices in their output mesh. For MeshRCNN, we
report the performance of their “pretty” model as it gener-
ates topologically correct meshes. For PSG, F1 scores were

computed directly using the output points [53]. For OccNet
and IM-NET, we use the models released by authors and
simplify [17] the meshes to approximately 2000 vertices for
a fair comparison.

Apart from comparing against previous methods, we
also compare our results with few ablated versions of our
method. Similar to PSG, we directly evaluate the output
points of our point network and report it as PSG+. Fur-
ther, instead of GAMesh, we generate surfaces for the same
output points using existing meshing methods like BPA and
SPR. For SPR, for the normals of the output points, we use
the normal vectors of their closest points in the ground truth
mesh. For both BPA and SPR, we choose the parameters
which gave us the best results and reconstruct the meshes
using MeshLab [14].
Comparison with Point and Implicit Networks Since
GAMesh uses the output of both point and implicit net-
works, we first compare GAMesh with these two networks
for single-view shape prediction. Table 1 shows that com-
bining the geometry from a point network (PSG+) and
topology from implicit networks (OccNET/IM-NET) per-
forms better than either the implicit or the point network
alone. Further, we get similar F1 scores using mesh pri-
ors from either OccNet or IM-NET. This confirms that
GAMesh does not require accurate mesh priors as long as
they coarsely resemble the ground truth shape in terms of
both topology and geometry. Please see supplementary for
a detailed analysis on the effects of mesh prior on GAMesh.
We also reconstruct surfaces using the ground truth meshes

Table 2: Quantitative Results for SVR. We compare
several SVR methods by their output representation, |V |
(mean±std), CD (x103), F1 score and topology of the out-
put mesh. For [53], † reports the results from their paper
and ‡ using the model released by authors. We show that
meshes reconstructed from GAMesh using IM-NET as pri-
ors achieves high fidelity and correct topology.

|V | CD (#) F1⌧ (") Topology

N3MR 642±0 - 33.80 fixed
3DR2N2 - - 39.01 arbitrary
PSG 1024±0 - 48.58 -
OccNET 1998±8 0.825 62.91 arbitrary
MVD - - 66.39 arbitrary
GEOMetrics 574±99 - 67.37 fixed
IM-NET 1999±21 0.502 67.68 arbitrary
P2M 2466±0 0.444 68.94 fixed
MeshRCNN 1896±928 0.397 69.30 arbitrary

PSG+ 2000±0 0.424 56.41 -
SPR 9069±929 1.206 59.53 arbitrary
BPA 1871±27 0.399 70.81 arbitrary
Ours w/ OccNET 2000±0 0.415 70.39 arbitrary
Ours w/ IM-NET 2000±0 0.387 70.82 arbitrary

Training w/ Chamfer Loss Training w/ Mesh Loss

Meshing Sparse Point Clouds:

References

• Evaluating Point Networks.
• Visualization of Results. 
• Training Point Network.
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